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CXL Overview

**Challenges**
- Industry trends driving demand for faster data processing and next-gen data center performance
- Increasing demand for heterogeneous computing and server disaggregation
- Need for increased memory capacity and bandwidth
- Lack of open industry standard to address next-gen interconnect challenges

**CXL**
An open industry-supported cache-coherent interconnect for processors, memory expansion and accelerators

**Coherent Interface**
Leverages PCIe with 3 mix-and-match protocols

**Low Latency**
Cache and Memory targeted at near CPU cache coherent latency

**Asymmetric Complexity**
Eases burdens of cache coherent interface designs
CXL Protocol Overview

- Builds upon PCI Express® physical and electrical interface
  - Existing PCIe devices such as storage products can leverage CXL.io
- CXL transaction layer has three dynamically multiplexed sub-protocols

**CXL.io**
- PCIe Discovery, configuration, interrupts, etc
  - DMA
  - Interrupts (MSI/MSIX)
  - SR-IOV, ACS, ATS etc.
  - NVMe

**CXL.cache**
- Device access to processor memory

**CXL.mem**
- Processor access to device attached memory
Representative CXL Usages

Type 1: Caching Devices / Accelerators
- Processor
- DDR
- CXL
  - CXL.io
  - CXL.cache
- Accelerator
- NC
- Cache
- PGAS NIC
- NIC atomics

Type 2: Accelerators with Memory
- Processor
- DDR
- CXL
  - CXL.io
  - CXL.cache
  - CXL.memory
- Accelerator
- HBM
- Cache
- GP GPU
- Dense computation

Type 3: Memory Buffers
- Processor
- DDR
- CXL
  - CXL.io
  - CXL.memory
- Memory Buffer
- Memory
- Memory
  - Memory BW expansion
  - Memory capacity expansion
  - Storage class memory
# CXL Specification and Features

<table>
<thead>
<tr>
<th>Features</th>
<th>CXL 1.0 / 1.1</th>
<th>CXL 2.0</th>
<th>CXL 3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Release date</td>
<td>2019</td>
<td>2020</td>
<td>1H 2022</td>
</tr>
<tr>
<td>Max link rate</td>
<td>32GTs</td>
<td>32GTs</td>
<td>64GTs</td>
</tr>
<tr>
<td>Flit 68 byte (up to 32 GTs)</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Flit 256 byte (up to 64 GTs)</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Type 1, Type 2 and Type 3 Devices</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Memory Pooling w/ MLDs</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Global Persistent Flush</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CXL IDE</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Switching (Single-level)</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Switching (Multi-level)</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Direct memory access for peer-to-peer</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Symmetric coherency (256 byte flit)</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Memory sharing (256 byte flit)</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Multiple Type 1/Type 2 devices per root port</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Fabrics (256 byte flit)</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
CXL 1.1/2.0/3.0 Memory Expansion

Direct-Attached Use Cases

Memory Expansion

Memory Pooling

BENEFITS

- Provides lower latency
- Lower power
- Lower cost
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CXL 2.0 for Heterogeneous Systems

- CXL 2.0 capabilities supports heterogeneous systems
  - Supports systems with Type1, Type2 & Type3 CXL devices
  - CXL.io semantics supports NVMe storage devices facilitating Tiered memory
  - Fabric manager used for configuration & management of composable memory and storage applications
  - Cache coherency improves compute efficiency at higher bandwidth and lower latency
  - Supports SR-IOV MR-IOV use cases on traditional PCIe devices
CXL Switch Attached SSD

Optimizing SSD Performance
Memory/Storage Hierarchy

- Fast
  - Expensive
  - Low latency
  - Not Persistent

- Slow
  - Cheap
  - High latency
  - Persistent

*Hot Chips 34*
CXL Switch Enables Tiered SSDs with low latency and high capacity
Software and Fabric Manager
What is a Fabric Manager?

- Fabric Manager (FM) is a conceptual term
- FM refers to the application–specific logic for:
  - Composing systems
  - Allocating pooled resources
  - Managing platforms, etc
- Can live anywhere & everywhere
  - Host BMC/IPU/DPU
  - Management software running on a host OS
  - Switch Firmware
  - Endpoint Device Firmware
  - Appliance or JBOM
- Communication can be in-band or out-of-band using a dedicated management Ethernet network.
What is a Fabric Manager?

- The FM framework is flexible by design
- FM building blocks enable a wide variety of deployment use cases
  - Enterprise Data Center, Embedded, Automotive, Hyperscaler, etc..
- Most management capabilities and features are optional to allow flexibility for the environment
- Advanced operations require using the Fabric Management
  - Provisioning logical devices from MLDs & DCDs
  - Configuring switch ports to host, endpoints (JBOM/Appliances), or another switch
  - Security Operations
  - Firmware Updates
  - etc.
CXL Orchestration and Management Made Easy

- REST APIs can be built using the Fabric Manager
  - DMTF RedFish
  - MemVerge Memory Machine
- OS Tools
  - Linux: cxl & daxctl
- Data Center Infrastructure Management (DCIM) Software with CXL Module/Plugin integration
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